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ABSTRACT 

A general ~urvey is undert~ken of the technique~ u~ed 

in determining loss function~ to be minimized for the purpo~• 

of finding optimal (~,s) value~ in the Arrow, Harris, and 

Marschak dyna~ic inv~ntory mode:o A brief discussion of the 

cost functions and the ~~pect~ of demand, b~cklogging, lag 

time, and di~count r~te ~re presented in the intere~t of 

better under~tandin~ of their use in the re~l worldo Analytic 

8 olutions to the model h~ve been derived by two diffe;ent, 

but related, method~ involving ~t~tionary costso The fir~t 

method involves direct use of the cost functions in a 

Markov proce~s to arrive at an integr~l equ~tion of renewal 

which i~ developed into ~ st~tion~ry loss function by an 

Abelian limit theorem . The second method involve~ the 

determin~tion of the ~tation~ry distribution of stock level 

through renew~l theory ; the loss function for a repre~ent

~tive period i~ brought into the computation~ independently 

in determining the expected loss with respect to the 

~tation~ry di~tribution of ~tack level. The two method8 

produce the ~arne re~ulto 

A digit~l computer simulation of the Arrow, H~rri~, 

and Marschak dyn~mic model ha~ been outlined by Mo Gei~ler 

(2]o Some highlight~ of Gei~ler 1 ~ work have been reviewed 

hereo 
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PREFACE 

Inventory control organiz~tion~ of the Navy have con-

tracted for numerous studie~ into the decision problem~ 

involved in dyna~ic inventory for the multi-echelon ~y~tem~ 

as found in the Navy. Al~o, ~ contract for the construction 

of a computerized dyna~ic model wa~ first let in early 1955 

to the Stanford Research Institute. Thi~ work continue~ 

today with improve~entR being added asbreak-throughs develop 

in the gtudy of the nature of complex Navy inventory opera -

tionso Industry has no parallel in complexity and magnitudeo 

Models in use prior to the early part of 1955 were more 

applicable to rea~onable-size firm~. Consequently, the 

boundaries of development of inventory theory are now being 

pushed by the military organization in keeping with the 
I 

need for greater efficiency and economyo The magnitude of 

the difficulty in finding models that closely approximate 

the military inventory management proble~ are appreciated 

by rel2tively ~ew. The optimization of buying, alloc ating , 
f 

and redistributing bas~d on complex gtatistical fluctuations 

I 
in demand, order·arrival, and military loss due to shortage 

I 
in a multi-echelon structure of center~ ~nd depots 1~ an 

I 

almo~t ins~tmountable obstacle to solution for a large 
I 

part of tp~ total carried inventory. 
;' 

/ 

The/exz::ition presented in this paper has been kept 
i; 

relativeiy ~-~imple . Its purpose is to illuminate the basic 
~ ~ .' 



concepts of the most si~ple dyn~mic inventory problem a~ 

f i rAt pre~ented by Arrow, H~rris, and Mar~chak ~nd, thereby, 

gain sufficient in~ 1 r- 11t for proceeding int a ""'lore c oP1plex 

dynamic mod~l~ o 

Spurce material for this pap~r ha~ consisted primarily 

of reference s [1),(2],(5], and notes taken during ~ cour~• 

of in~truction in logi ~ tic~ f-lven by Prof e ~sor Thoma~ E. 

Ob erbe ck at the Unit~d States Naval Postgraduat~ School . 

I wish to expr ess my gratitude to Professor Oberbe c k for 

h i.& support and encouragement and to my wife , Helen , for 

he r loyal devotion to the typing ~nd clerical task~ o 
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TABLE OF SYMBOLS 

(Listed in the order of their use in the text) 

reorder point of the stock level 

upper limit of the stock level 

stock level at the beginning of period t 

ordering cost per unit of item ordered 

reorder qu~ntity in general 

loss or cost function for the nth period 

stationary or equilibr ium cost function 

same as [ (yn) without regard to time 

stationary density function of stock level 

density function of dem~nd 

stock level ~t beginning of period t ~fter reording 

reorder qu~ntity at beginning of period t 

penalty cost per unit of item not in stock 

holding cost per unit of item in storage 

cumulative distribution function of dem~nd 

minimum discounted expected los~ over an infinite 
time period with initial stock leve 1 , y e"'' 

discount rate which discounts future losses to 
present value 

n -fold convolution for distribution of demand 

a random variable having non- negative integP.r 
values which specify the number of periods less 
one in a reorder cycle . 

random variable of the excess distribution or 
the amount by which stock level goes below 
reorder point s prior to reordering 
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¢ v(y) a random variable representing the sum~ of 
demand just prior to ~ ( ) which causes 
a reordero v Y +1 

probability that excess of quantity of stock 
below the reorder point s is greater than 
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\ 1. Introduction 

The history ~nd gener~l characteristics of the inven-

tory preble~ under v~rious oper~ting conditions h~ve been 

~dequ-.tely disclJR~~d in [ 1 ] . 1 The (s,S) policy is widely 

used in pr~ctice and h~s been subject to extensive ~nalyti-

c~l study. This orderin~ rule i s si~ple ~nd has the follow

ing ~dvRnt~ges: (i) consider~ble intuitive ~ppe~l, (ii) l~rge 

~~aunts of dat~ ~v~ilable, (iii) ~ cert~in e~se of proba-

bilistic co~putation and analysis and (iv) existence of 

analytic proofs as to its opti~ality under a wide range of 

conditions. Note that there are two approaches to the inven-

tory problem. One is to choose a si~ple policy (e.g. ~ ~~ 

type) ~nd proceed with the analysis of specific (s,S) policies, 

and the other appro~ch is solve the d~cision problem through 

deter~ination of the char~cteristic of the optimal ordering 

policy which.~ini~iz~s or ~aximizes ~n ~ppropri~t~ objective 

function. Finding the characteristic of the optimal policy is 

va ry difficult . Thus the usual approach is to choose the 

practical ~nd sound (s,S) policy and then proceed to find 

within this policy cl~ss ~ specific policy which ~ini~izes 

the expected long ru~ costs (i.e., specific valu~s of sandS). 

Then the study of the inventory mod e l beco~es a study of the 

~ssociated stochastic process which is generally ~ Markov 

process where the states of the system (current stock level) 

depend on the past only throu~h the present. 

1often called the two-bin policy. 

1 



The Ar r ow, H~rris , ~nd Ma r sh ~ k d y n ~~ ic i nvento r y ~odel 

(h~re~fter c~lle d t h e AHM Mod e l ) i s the generic n ~~e oft en 

~ iven i n t he liter~ture to id entify t he (s,S) polic y ~o de l 

where orderin~ t~ kes place at th e beginning of t he peri od 

lvhen t he stoc k level is less than the level R (i.e. Yt < a) 

and dem~nd is identically and inde pendently distri b uted in 

each ti~e period. There ~~y or ~~y n ot be ~ specified 

delivery la~. In this thesis, del ive ries will be assu~ed 

to arrive i ~~ediately after c ein~ or dered. It is assu~ed 

that the reader is fa~iliar wit h th e AHM d yn~Tiic model of 

reference (5]. So~e si~ple restr i ctions on the cqst func

tions (h a ving to do with the co nvexity of the expected v~lues 

of the cost functions) ~ccordinrr to Scarf (10 ] are the only 

restrictions required in order t hat the opti~al policy for 

the A HM d y n a~ i c ~ode 1 be of t he ( s , S ) type • rl' h u s over ~ 

wide r~ng~ of conditions (including any demand distribution 

functions), there can be confidence in using (s,S) policies. 
/ 

Sections 2 and 3 ~re devoted to ~ resume of the cost functions 

and other input factors in order to develop a better under-
~ 

standin~ of their ~eanin~ in analysis and their relationship 

to the real world. 
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2. Cost Functions. 

The inventory proble~ h~s three cost functions which 

c~n h~ve four forns (line~r, convex, concave, or ~ixed). 

a. Ordering Cost. 

Suppose z represents the ~~aunt of stock to be 

ordered ~nd c toe cost per unit ordered. A linear 

ordering cost ts directly proportional to the a~ount 

ordered, i.e. c•z. The c~se where c(z) is concave 

is a co~~on situation in buying since this ~eans 

that each additional ite~ costs less. A speci~l case 

of concavity exists when c(z) is co~posed of c•z+K 

where K is the ad~inistr~tive costs of processing ~n 

order. The convex case is unlikely to occur since 

it ~eans that each additional ite~ costs ~ore. The 

~ixed case where pieces are ~ade up of linear and 

concave portions is practic~l. 
4 

b. Storage Cost. 

Usually stora~e costs are proportional to the 

si~e of stock on hand, but the cost ~ay increase ~ore 

rapidly if the storehouse capacity is exceeded and 

addi~ional sp~ce ~ust be rented. Storage costs may 

include such things as stock ~ainten~nce, storage 

rental, stock obsolescence or spoil~ge, ~tack repair, etc. 

c . Penalty Cost. 

These ,aosts ~rise when demand exceeds supply 

3 



~s opposed to s t or~ g e costs wh ich ~rise due to 

supply exceeding demand. The for~ of the pen~lty 
\ 

cost function v~ries widely since so m~ny conditions 

exist. The si~plest is the line~r c~s~. A realistic 

cas~ for industry is the convex function since ~ 

s~all shorta ~ e has small conse q uences but a l~rge 

short~ge produces incre~sing ly ~reater difficulties 

for the custo~ers. In some ~ilit~ry ~pplic~tion~ 

c~rt~in ite~s directly ~ffect the ~ission ~nd ~ short-

~~e of these item~ wtll cause f~ilure of the ~ission; 

consequently the short~rre function could be considered 

a positive const~nt whe~ a short~ge develops and zero 

otherwise. In reality, the ~ilitary supply ite~s vary 

in i~port~nce and end-use. This is why a military 

supply system is hardput to define the ~ilit~ry essen-

ti~lity of all items. So f~r, the military essenti~l-

ity design~tion has been ~pplied to the ~llowance lists 

of design~ted submarines; however there is ~ move ~foot 

to exp~nd this progr~m to include all nav~l vessel~. 

The obvious difficulty ln this project lies in review-

in~ ~nd updating the allowance ite~ essenti~lity 

designation. 

4 



). Other Factor~o 

Inventorie~ are held for t he ultimate purpo ~e of 

~ati~fying demand, and money lai d ou t for order~ and item~ 

of inventory will not be returned for awhile. The alterna-

tive to having money tied up in inventory i~ to have it 

invested in securities, bond~, or ~imilar tnstrument~o 

Long- term government bond s are a good standard for 
. 

comparison ~ince they are both ~ecure and yield a rea~on-

able return of 4%. Lag time is the time between ordering 

and receiving, and it directly affects the a~ount of ~tock 

to be carried. Backlogging i~ the procedure whereby demand~ 

in excess of ~tock (unfilled orders) ~re kept on the book~ 

until they can be ~atisfied thereby giving meaning to 

negative inventory value ~. 

a. Discount Rate o 

A return of $1 . 04 at the end of a year is equiv

wlent to $1.00 invested today in inventory. The di~count 

rate i~ CX = 1/1.04 which is an equivalent way of con~ider

ing the comparative return. Thus a $1.00 return in a year 

i~ equivalent to ex dollars invested in inv8ntory todayo 
I 

Con ~ idering_that the $1.00 return on investment i~ re -

invested each year or remains invested at 4%, then ex, 
rv 2 , rv 3, \.A \.A • •· · • .. '• • .. repre~ent~ the discount rate for 

$lo00 • f ter one year , two year~, three year~, etco 

(i oe . ex• 1~ the pre~ent value of $1.00 which ha~ 

been tied-up in inventory during the nth period). 
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For all practical purpose~ (X= 1 when the time horizon 

is short. 

b. Demand 0 

Demand is usually assumed to be independent 

of the decision makers control; however, this is not 

always the case in industry (e.g. demand is directly 

related to advertising)o In military inventory it seems 

~afe to assume that demand is independent of the decision 

maker. Demand may be regarded a~ deterministic in future 

time periods. However, it is more realistic to regard 

demand as probabili~tic. Although the demand probability 

distribution may be known to change such as in seasonal 

fluctuation~ or lon~-term trend~, the state of methodol08Y 

in stochastic processes for inventory control requires 

the assumption that d~mand is identically distributed 

in the time periods. Because of this restriction, the 

deterministic case is so~etimes a better approximation 

for demand when it is rapidly changing ov e r time (i .e. the 

deterministic ca~e fixes demand in the various time 

periods according to some previous knowledge of its 

behavior)o 

Another way of looking at the aforementioned 

probabilistic ca~e is to allow the ~ize of each demand 
\ 

to be a random variableo Con~equently, thi~ is a con- \ 

tinuou~~time stochastic proce~s which is more appropriate 

when orders can be placed at any moment of timeo For 

6 
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application of this concept, the assumption is made that 

demands are independent and identically distributed random 
\ 

variables. 

When nothing is known of demand one may apply 

decision-making under uncertainty as developed by Wald 

[ 3] which involves both estimation and decision-making 

?S successive observations of demand are taken, a com

plicated sequential decision problem. Y. Fukuda provides 

a qualitative approach to this solution (4]. 
Co Lag Time. 

There are three cases of lag time to consider. 

In this thesis the time between order and delivery is 

assumed to be zero in order not to over-complicate the 

computational techniques to be displayed; however the 
• 

extension of this model to the case of fixed lag time 

between order and delivery is presented by Karlin and 

Scarf [1] and has the same characteristics as the dynamic 

inventory model with no lag time when both models assume 

backlogging (see subsection 3d). The case where lag time 

is a random variable has been treated by Scarf (1] (see 

chapter 16). 

It should be noted that when demand is deter-

ministic, the consideration of fixed lag time is in

consequential since we could order sufficiently in 

advance to cover the known demands. In all cases the 

7 



lag time directly affects the amount of stock held 

(i.e. an increase in inventory to protect against short

age~ until deliveries arrive). There is onepractical 
\ 

con~ideration in the dynamic model where lag time is 

a random variable for which no solution has been found 

through the dynamic programming formulation at tha 

pre~ent time and that is the condition where ordere 

arrive out of sequencee Thi~ is referred ~ to a~ cro~s 

overo Remember that order quantity is a random variable. 

do Backlogginso 

When demand for an item exceeds supply, then 

the policymaker may do one of ~everal thing~: (i) make 

a premiu~ order thereby taking a penalty in the amount 

of the premium cost~, (ii) do nothing and allow the 

customer to go elsewhere for satisfaction thereby taking 

a penalty in customer goodwill, (iii) b~cklog the order 

awaiting arrival of orders to satisfy the unfilled demand 

thereby taking a penalty that may r~late to both customer 

goodwill and/or increased ordering costs. In this ca~e 

a negative inventory becomes meaningfulo 

8 



4o Methods of Solution Available. 

At this juncture there exi~t~ a stocha~tic proce~~ 

ba~ed on the (~,s) type policy which may now be treated 

in one of two way~o 

a. Fir~t Wayo 

The fir~t way consist~ of viewing the tran~ient 

behavior of the ~tochastic proce~s through n-period~ 

or an infinite number of periods. Thi~ e~sentially i~ the 

original approach u~ed by Arrow, Harri~, and Mar~chak 

[5], [9] in setting up the loss function for a general 

period t, then su~ming the expected losse~ over a given 

time horizon with respect to the random variable of 

~tock levelo The dist~ibution of stoek level i~ deduced 
j 

through a functional relation with the random variable 

of demand. This method will be outlined in section 5 where 

it will be pu~hed to an approximate ~elution through u~e 

of an integral equation of renewal theory [1), [5]a 
b. Second Way. 

The ~econd method of treatment deals with the 

~tationary phenomena of the processo If Y represents n 

the stock level at time n, then ~ubject to mild ~tabil

ity nequirements it can be shown (1 ]( refer tO r: page~ 

234- 237 and page~ 292-297) tnat Yn po~sessee the so

called ergodic property (i.e. the distribution function 

for yn converges to a limiting distribution function) 

when the optimal policy is of the (~,s) typeo Thu~ the 

limLting or ~tationary distribution i~ a function of 

9 



the policy and the demand distribution, and it is in

dependent of the initial stock level. The beauty of thi~ 

method is that the co~t functions have not entered into 
\ 

the problem up ~o thi~ point. Using the loss function 
" 

representation for a general period n, denoted f<yn), 
and dropping the dependence on n, the expected value 

of £ (y) with respect to the stationary density yield~ 

the equilibrium ayerage loss, denoted a~ follow~: 

£ro=fJ<yl g(y) dy 

where g(y) denotes the stationary distribution for the 

~tock level. 

The stationary distributions discussed in ~ubsection 

2b can be found through the application of renewal theory 

[ l ] (refer tQ) chapter 15) or through the application of 

differential equation~ ( 1 )<refer ;:: .. ,to, chapter 14) when 

the demand distribution function is a member of the 

Gamma family of distributionso 

I 

'' , I 

I\ 

I 
I -·:; 
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5P Original Method of Solution. 

It is proposed that the ori~inal Arrow, Harris, 

and Mar~chak dynamic model be solved for the optimal 

value~ of (~,s) where the demand density function i~ 

~pecified as f ( f ) = e-~ • The detailed computation~ 
are straightforward and can be found in Appendix I. The 

rule of action for time period t with Yt a~ the stock 

level, xt as the stock level including repleniehment, 

and ~t as the demand are represented both analytically 

and graphic~lly as follows: 

X 

s 

s 

If yt > s, then zt=O (and .xt=yt) 

If Yt~s, then zt=S-yt (and xt=S) 

St0ck Level a~ a Function of Time 

Figure 1 

time 

Let c(•), p(•), and h(•) ~e the ordering, penalty, anC 
I 

\ 
nolding co~t functions respectively. This model ha~ co~t 

i \11 
I \ 
( \ 
I 
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function~ defin ed as follow~: 

c(o) = K 

p(()) = p 

h(o-) = h xy t 

Under an (~,s) policy wit h the in i t ial stock po ~ i ti on , 

y
8

, ~pecified, there is a Markov pro ce~s on the sequence 

of value~ for the stock level. The l o ss, ~(yt)' in any 

periQd (t, t+l) depend~ on the sto c k level, yt' at the 

beginn ing of the period, the cost fun ctions, and the 

~emand di s tribution function, F( ~): 

(5ol) L(y )= 
0 {h"Yt + p(l-F(yt)] 

t hX s + p [ 1-F ( s ) ] 

for s <r t ~s 

for Yt ~ s 

An impor t ant feature of the function £(yt), which wi~r· 

be used lat er in finding the optimal (s,S) value~, i~ 

that the fu n ction involve~ ~ and S a~ parameter~ ani 

i s c on stan t with r e s p e c t to y t ~ ~ ; t h u ~ £ ~ 0 ) - .i ( S ) = K 6 

Consider L(y ) as the minimum discounted expected lo~s 
0 

which will be incurred durin~ an infinite time period if 
( 

y
0 

i~ the initial ~tock level and an optimal ordering rule ' 
) I 

is used throu~hout this infinite time periodo If ~n order ~ 

at the first stage br~ngs the stock level up to af amount 

y and an optimal ordering policy is followed in~ he 
I 

second ~tage onward, then the expected loss from l the 

~econd stag e onward discounted to the present is ~ : t 

\ 
I 



(5o2) 

Con~equently, the minimum expecte~ loss i~ achieved by 

the policy that minimizes the sum of the expected lo~s 

for the first period and the discounted minimum expected 

lo~se~ in the future: 

{5o3) 

s 
L ( :r) = f. ( y ) + 0::1 L ( S- g ) d F ( f ) +(X L ( 0 ) [ 1-F ( S ) ] 

o- if y-1E:.a 

if y>s 

The~e are the same functional equations (4.11) and (4.1 ~ ) 

of (5] ~bowing the recursive properties of the dynam~c 

model. The lower limit of integration i~ ~et at 0- in 

order to in~ure that the random variable for demand,~, 
\ \ 

·doe • not have a positive probability at S =0, and, tber\-

by, avoid a discontinuity in the Stieltje~ integral \1 '" 

The exposition in thie section could be shown for the ~~ 
'.f 

case in which the demand distribqtion is discrete and ~ 

all function• are defined on inte~er values; the integral•\ 

/}1' would be replaced by appropriate ~u~~atione. ~ 

//1 I . · 
' . ~ /,i . . I 
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It wa~ noted earlier in equation (5.1) that f(y) 

i~ independent of y for O~y~l!o Note in equation 

(5.3) that L(y) i~ independent of y for O~y~~o 

Putting y=O in (5.3) and y=S in (5.4), then ~ubtracting 

the latter from the former produce~: 

L(O) - L(S) = j (o) -J.(s) = K 

Equation (5.4) can be solved for the function L(y) by 

e on~idering L(O) a~ an unknown parameter, then (5.5) 

can be u~ed to find L(O) . But before this solving take~ 

place, (5.4) is changed into the usual form of the 

integral equation of renewal theory who~e solution i~ 

found in term~ of L and £o It is thi~ solution that is 

used to find L(O). Substitution~, change of variable, and 

renewal su~~ation of convolution~ for demand provide the 

me an ~ for finding a s~l mtion [5]o 
The ~tep~ begin by breaking•:tup the integral on the 

right ~ide of (5o4): . 

dF( f )=l y-s L(y- ~ ) dF( ~ ) + ( L(y- ~ )dF( {) 

0 J y - s 
y-~ y 

=( L(y-{ )dF( ~ ) +L(O) ( dF({l 

Jo )y-• 

In the la~t term L(O) = L(y-~) . Substitute this 

14 



into (5.4}, then in the next ~tep ~ubstitute ~= y-~ and 

L(y} = L(ry+~) =)..(7?): 

. ' 
<5.4). L(y )= ih ,.ex r y-~< y- t '·dF <tl +O:.L( o ,r y dF <tl +O:L( o, l i-F(y, 1 

Jo Jy-~ 

). Ol> = iot•• l•cxfoT( .A <77-fl dF <~ l+ CX.L < o l~ <Y l -F U7l + [ 1-F<y '~ 
71 . 

.l.. (71_) =i<'T(+s) +0: [ .A <77-£l dF <£ l +CX.L( o l ( 1-F <J(l] r .. r 71 >o 
0 

Thi~ is the integral equation of renewal theory . The n-fold 

conv0lution of the distribution of demand is Fn({) which 

is u~ed in the solution of (5.4) a~ follow~: 

co . 
(5.6) Hex(£) = L cxn Fn (~) 

n=l 

where the convolution~ are ~efined a~ follow~: 

for n=2, 3, • • • 

The solution to (5.4) in term~ ~of -, L and 1 is shown on 
) 

page 33 of [ 5]: 

l$ 



(5.8) 

S-:! 

K + i.< S ) + 1 1 ( ~- $ ) d H (X ( f ) 
0 

L( 0) = - ------------
( 1-CX)[ l+H(X(S-s) ] 

A~ pointed-out on page 34 of [5), the determination of the 

optimal policy which minimizes L(O) i~ tantamount to find

ing the optimal policy that minimize~ L(y0 ) provided that 

the optimal value of ! is greater than zeroo The finding 

of the optimal (~,s) policy required that tbe system of 

equation~ ~ 3 L(O) = 0 and2~~L{O) = 0 be ~olved in terms 

of S and ~= S- s . Al~o ~zL (O) mu~t be positive for tho 

minimum to exi~t . The appropriate equations are: 

(5 . 9) 

i 
~\ 

~ ~ L( 0 )=h ( S- s) - p [ f ( S) - F ( 8)] + K+ rs-[ h - p xf ( s-fl] H~\{l d£ 

~ ) 

1£ } 
It h a~sumed that Hcx <f l = 

0 
h Q( (t) dt . l~ 

One can find heX (~ ) for many demand density functions / 

which have practical application to actual demand b ehav-

ior o However, ~olving (5 . 9) for the optimal (~,s) values 

may r equire numerical method ~ o 

The other alternative to this method i~ a simulation 

16 



co 

of (5. 8) using predetermined function~ of dHO((f) =z=~F {f)o 
n=l n 

For some guidelines on the number of runs necessary for a 

95% confidence level, ~ee Geisler (2]. An attempt was made 

to set..-up this simulation on the CDC 1604 computer using 

FORTRAN machine language; however, unfamiliarity with 

FORTRAN caused the effort to be time consuming both in 

preparation of the program and in debuggingo It is suggested 

that the next undertaking of this problem begin very early 

in the learning phase of programming and that another 

machine language, such as SCRAP, be investigated for better 

adaptability of this problem . 

As foretold in section 1 the equation is now tran~ -
-, 

" • formed to a stationary co st1 equation which implies that 

the loss in period t , ~~ approaches a li~iting value 

~ a~ t~ and is ind ependent of y• ' the initial stock 

le vel. By use of a standard Abelian theorem ( 10 ] a nd a~ 

he uristically outlined on pages 37- 38 of [5], the right 

side ·of equation (5 . 8) ma y be multiplied by (1-CX ) , and 

let ting cx~ l a~ ~uggested by ! im (1-C() L(O ) Kf.oo, the 
cx~J 

~ t~tionary loss equation is ob t aine d : 

s- s 

K + i <s> +[ f <s-£ l dH! £ l 
0 

f.oo = -----------
1 + H(S-s) 

A solution using demand density funct i on f( £) = e-£ will 

17 
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be found so that a comp~ri~on can be made with the 

~elution in section 6o On pag e 39 of [ 5] , demand den-

~itie~ of the type 

f( ~ ) j3k {~k-•ef3u du, k > O and }J> o 
k 0 

(where k is an integer) are shown t o g ive the following 

re~ult~: 

1/k £ { /k 

fJ a 1 -fJu[ \ WJ ex j3uJ f ' ~ UJj f du 
k 0 

The gamma type den.sity functi on is chosen since the product 
j 

of the characteristic functio n n -t imes yields another 

gam~a density with parameters nk and j1 (the ~um or 

addit ion of n independent identical random variab le! 

is the product of the characteristic function n -times.)G Here 

uvl, uu2, ·······•o , UJk are the kth root~ of unity. 

For f ( £ ) = f-E , the parameter~ are k=l and J3 =1 

(thu~ uu
1 

= 1) . Since CX=l, then 

- U e 

and thu~, 

0 _ K + hS + p f- s + !h(S2-~ 2 ) 
.Loo---------:---------

1 -+- s-s 



As· shown in Appendix I for fixed ~= S-~, the minimum 

occur~ at 

However, it is useful for co~parison with other method~ 

of ~olution to find the optimal value of /1 o From 

Appendix I, 

-~ h +V 2Kh 
e =----

p 

whi ch will turn out to be the s•me ~olution in section 6 

wherein the stationary distribution for stock level wa~ 

used . 

19 



6. Solution Us i n g St~tion~ry Distr ibu tions of Stock Level o 

As noted in chapter 15 of [ 1 ], leo= J.i_:
1 

( 1-CX )L (y) 

may b e al~o determined by findin~ t he ~tationary d istri -

bution of the stock level and afte rward ~ calc u l ating t he 

costs for a sin g le stag e problem wh ere the ~tock le v el 

is a random var i able having the sta tionary distri~ution. 

The ~tationary distribution may be ob tained for a g ~neral 

demand density function f( ~) a nd i s composed of t wo 

~ections. For ~tock level, y, in t h e r~ng e [ ~,s], 

(6.1) 
CX) 

g(y) = C ~ Fn(S- y) 

n=t 

The constant C is determined by t h e appropriate boundary 

conditions and F is the n-fold convolution of the demand 
n 

distribution function (cf . equation 5.6)o The stationary 

den~ity function for y <s is a multiple of the so-called 

excess distribution for the renewal process of independent 

random variab le~ ~io Although (6.1) may b e difficult to 

find, the distribution for the excess variable is more 

readily obtained by use of Laplace tran~formso The 

exce~s variab le can be characterized a~ 

~1 + ~2 + 0 •••• 0 ••• + g v(yl+l- (S-s) ~,-! 
\ 

where v(y) is a random variab le whose ~alue m•y be an 
\ 

integer from the set (0,1,2,3, ••••••) ~atisfying the \ 

20 
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fo11ewing inequa1itie~: 

Letting 

~1 + £2 + •••••• 

~1 + [ 2 + ••••• 0 

+ f < s-~ 
v(y} 

+ § v(y)+1 ~ s-~ 

¢ = § + f + o • • • • • + £ and 
v(y) 1 2 v(y) 

the excess v~riable of y may be pictured a~ followe: 

r ____ ......... ___ , 

s-~ 

Exce~s Variable of s-~ 

· Figure 2 

The renewal type equation follow~ from this definition of 

[ /: >u]dF( y)+ [l-F(S-~-u)]. 
s-~-y 

A renewal process is defined ~~ a stochaetic process 

composed of ~urns of positive identically distributed and 

independent random variable~o This much of the theory 
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i~ pre~ented in order to provide so~e intuitive appealo 

Tho~e intere~ted in the detailed ~tudy of renewal proce~~e~ 

are referred to chapter 15 of [1). 

When the demand density functions are members of the 

gamma family , the stationary density function of ~tock level 

may b e derived alterna te l y through the use of differential 

equa tions as in chapter 14 of ( l ]o The stationary distri

but ion , g(y) , for the ca ~e where f( g )= e~i~ taken f r om [1] 

and is found to be 

1 
for ~< y~ S 

1 + s - l! 

g(y) = 
1 - (s - y ) e for y~ s 

+ s - s 

The stationary loss i s a straight forward cal culation 

i""= J .f.( y ) g(y ) dy 

wher e the one period l oss in our ca ~ ~ i~ ~ et -down in (5 .1 ) a s 

0 { hy + p ( l - F(y)) 
~ (y) = 

hS + p (l-F(s) ] 

Since F (f ) = 1- e ={ then 

0 _ { hy + P[ e-y) 
J.,( y ) - [ - S ] 

hS + p e + K 

f or s < y ~S 

for y~~ 

for ~ < y~S 

for y~ s 

Sinde·our model allow~ bac klogging , negative stock levels 

22 



may exist, and then 

= ---------------------------
1 + s - • 

1 
(hy+pey)--

1+s-~ 

This is the ~arne ~tationary cost function as (5.10), and 

the ~o1ution~ are the ~arne. 

23 
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7. The Si~ul~tion Problem. 

The gre~t ~dv~nt~ge in the use of renew~l theory is 

th~t the cost functions enter se p~r~te ly into the solution 

~nd in ~ddit~on they enter into ~ si~ple expected v~lue 

form with re~pect to the st~tion~ry density of stock ·level. 

' Thu~ the cos~ functions ~~y be more co~plic~ted without 
I 

unduly burdening the solution. This ~ppro~ch ~lso provides 
I 
I 

a ~ore flexible ~ethod for si~ul~tion wherein the program 
l 

\ 
will not be\tied down to~ specific set of cost functions 

~s would be the case in ~ si~ulation of the equation for 

L(O), pointed · qut earlier in section 5. 
i 

Geisler's report ( 2] provides a st~tistical evalu~tion 
, 
I • 

of the ~~mple sfze required for ~ desired level of precision 

for esti~~ting \ ~hortages and ,overages (i.e. stock level 
\ 

above 7.ero) in the AHM dyna~ic ~odel for both l~g and no 

l~g in delivery with linear penalty and holding cost and or-

dering cost, K ~ c•z. The pre~ision represents a way of 
i .. . · •• 

finding s~mpl~ size when the ~~an' · n'u--nber of short~ges or 

overages iR within K% ~f the t~pe v~lue with 95% confidence. 

P.-rt D of Geisler's report has ,sections III and IV which 

~nalyze the p-iven 'llodel by inv'entbry cycles and by ti~e 

periods , respectively. ,.The ti"Tle period ·model is what has 
.. t:h~ 

been discussed in th~~ · bhesis. The inventory cycle is the 

number of p~riod~ between ~~order where the number of 

period~ is a r~ndom v~riable. The concepts in renewal theory 
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~re covered in chapter 15 of [1], sections III and IVo 

Sections III and IV outline the ~nalytic solutions. 

Subsection III-J.b shows the specific expected costs with 

respect to the st~tion•ry density of stock level when 

f( ~ ) = ~€},.~ In subsection IV-2, the expected values of 

shortage level, stock level (over~ge), ~nd reorder qu~nti-

ty per period are given on p~ges 79, 85, •nd 89 respec-

tively. To fet the station~ry loss (cost) ~ultiply, 

respectively by p, h, ~hd c. To the reorder cogt J.. .c 
A 

'Tlust be added ~ll~ )\A). Consequently Geisler'~ report ha~ 

provided ~n ~xe~cise reference in the study of renewal 

theory ~nd it~ utiliz~tion in finding an analytic solution 

to the AHM dyna'Tlic model with less restrictive ' cost functions. 

When the stationary costs have teen derived, either directly 

or by use of num~rical ~ethods, a si~ulation can be under
\ 
I 

taken to find the opti~al (s,S) policy which min1mizes the 

stationary loss function. Section V of part D can be used 

in the simulation to deter~ine SQmple sizes. 

\ 
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APPENDIX I 

9. Computation~ for the Original AHM Solution of Section 5o 

Starting with the ca~e where f (f)= e-f 1 the value a 

of (~,s) in functional form will be found that minimize 

K+hS¢ Pe-~ +ih(S2-~2 ) 
1(><) -------------

l+S-~ 

Let ~ =S-~o 

() (l+S-~)(h+hS)- [K9l'fS+pe-a¢ !h(s2-~2 )) 
<l) -1 = 

dS C><) ( l¢S-~) 2 

~ n _ (l+S-s)(-pe~-h~)-[K+hS+pe8+ih(S2-~2 )] (-1) 
@ -L -

dS o-o ( l+S-:5) 2 

(1)' h+hLl+hS+hSLl-K-hS-pt!'8 -!1\h(.S+~) = 0 

h+hL\+!~h(s-~) -K-pe-s =o 

-K-pe-s+h+ll h~~~ A 2 h = o 
. 1 

:, .. 
® • -pe•-f1Pe~-h~-i1he.lK+hs+pe-~+t.l1hs+t~he = o 

-~Pe-8+h(s-~)+!~hs-iL\.h~+K = o 

-K = -_6 P€-~+h~ +~Ll h( s-~) 

-K - - ~Pe-~ +h.Ll +!h .6
2 

Substituting ®' into (!) ' for -K : 

<-.APe-
8
+h.6+th.6

2
)-pe-8 +h+hA+ih:.62 = o 

-pe-s< 1+ A) +h( ~ 2+21\ +1) =o 

Pes< 1+ A) • hi( 1+ A) 2 
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p - s -e 
h 

=1+6. 

es = __ P __ 

h(l+ ~) 

~* = £..,~ - ~ (1+ .t.d 
h * -l' !!! and sr dsnote 

optimal values 

These re!!!ults agree with page 40 of [5] where ~ ha!!! a 

fixed value. In order to ~olve explicitly f~r ~ , a 

mathematical device mu!!!t be usedo Thi~ device con~i~t~ 

of removing the variab l e h by taking the lo~s function 

with re~pect to h after certain ~ub~titution!!! into iooo 
Sub~titute the following into 100 : 

- s h{l+ /J:':.·) P€ = 

~"'" = £., p 

h{ l+ ./1*) 

s* = k, p 
+ .11* 

h {l+fj,~'") 

K+h[!./1*+2/l-l'"+l]+h{l+~~l-) ~ _ P __ 
l+Ll* 

1~=-------------------------l+ ~~} 
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.2 i:· 
p_ K" 
~= .l" =---
h 1+ L1 * 

l /i +2 /i +1 
+ 1• x------ + ln,p" ... .fn(l+b*) 

l+Ll * 
K p 

where K" =- and p" =- • A check of the con~istency in the 
h h 

unite of the equation shows that 1 1 = (one charge-unit/period) 

=(storage co~t/unit-period)(no. of unite stored, averagad)o 

In the first term the order handling charge is divided 

equally among the number of units in the dyna~ic range of 

+1 . The third term is the penalty premium expreesed in 

(1 ' units x 1 Unit) and averagedo This analysis of conei~t

ency helps verify the propriety of the substitution~; Now 
J' 

minimize with respect to ~~: 

K" 0 II -

at!'£ .= (l+ Ll*l2 + 

I [ *2 - K"+ /J. + +3 /J.¥1 

( 1 + ~ *) ( 2+ ~ * ) - ( i L).·U·~ + 2 b. n + 1 ) 

(1+ /1* ) 2 

+2 -! 11*2-2 ~*- 1]-1 +.Ll* - 0 

- K" + ! f':l "~"'2 = 0 

Ll* .,. -y 2K" = I 2: 

To set the ( e~~ ,si:·) values after /1 * is determined , an 

equations for ~* i~ used: 

Pe -s = h(l+~~~) 

- s h ~K h+ V 2Kh e = -(1+ - ) = ---
p h p 

This comple tes the analysie . 
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